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PURPOSE. To compare the performance characteristics of seven methods for analyzing glaucomatous visual field progression, using a combination of real patient data and computer simulation techniques.

METHODS. The initial and final visual field results, separated by 7 years and measured with the full-threshold 30-2 program of the Humphrey Field Analyzer (Carl Zeiss Meditec, Dublin, CA) of 76 patients with open-angle glaucoma were used. A computer simulation program generated 14 interim semiannual visual fields under conditions of high, moderate, and no variability. Progression was analyzed using the methods of the Advanced Glaucoma Intervention Study (AGIS), the Collaborative Initial Glaucoma Treatment Study (CIGTS), three criteria based on the Glaucoma Change Probability (GCP) analysis, and two criteria based on point-wise linear regression analysis (PLRA). Specificities were calculated by using the same visual field of each patient as both the initial and final field (no progression) under conditions of moderate and high variability.

RESULTS. Under the no-variability condition, progression rates were 18% for the AGIS, 36% for CIGTS, 47% to 62% for the three GCP methods, and 72% and 84% for the two PLRA methods. Progression rates increased with greater variability with the three GCP methods and decreased with all other methods. The time to detect confirmed progression was longest for the PLRA methods and shortest for the CIGTS and GCP methods. Under the moderate-variability condition, all methods yielded high specificity. The AGIS, CIGTS, and one of the GCP and PLRA methods were relatively resistant to high variability and maintained high specificities.

CONCLUSIONS. The AGIS and CIGTS methods had high specificity but classified fewer cases of progression than the other methods. The GCP methods determined progression earliest; however, they were generally not as specific. Methods based on PLRA were specific but times to confirmed progression were the longest. (Invest Ophthalmol Vis Sci. 2003;44:3873–3879) DOI:10.1167/iovs.02-1171

Detection of glaucomatous visual field loss and determination of subsequent visual field progression are among the most important aspects of glaucoma management. Progression is difficult to distinguish from variability, and a variety of statistical approaches have been described to assist in making such determinations. Several of the clinical trials in glaucoma have used criteria for visual field progression; however, these criteria are unique, making it difficult to compare the outcomes of these studies. Central to the issue of visual field progression is the lack of consensus on what constitutes a clinically significant change in the visual field.

The ability of a specific method to detect visual field progression is probably affected by the degree of the initial glaucomatous visual field loss and intratest and intertest threshold variation. Some methods may be sensitive for detecting progression of early losses but are less sensitive for detecting progression when the visual field loss is more advanced, and vice versa. There are some published reports that evaluate the performance of different methods for determining visual field progression under the same longitudinal data; however, they did not investigate the range of methods currently available. Large and complete longitudinal sets of visual field data are usually difficult and time consuming to obtain. Computer simulation techniques offer an alternative method of acquiring and analyzing such data in addition to allowing control for the various levels of visual field damage and the different types and degrees of variability. The validation of this approach, using a combination of real and simulated data, and its use in other applications has been described previously.

The objective of this study was to compare the performance characteristics of seven different methods to detect glaucomatous visual field progression, under different conditions of variability. We compared the methods used by two large randomized clinical trials, the Advanced Glaucoma Intervention Study (AGIS) and the Collaborative Initial Glaucoma Treatment Study (CIGTS), three criteria based on the Glaucoma Change Probability (GCP) analysis available with the Statpac program of the Humphrey Field Analyzer (Carl Zeiss Meditec, Dublin, CA), and two criteria based on point-wise linear regression analysis (PLRA). For each of the methods we determined the frequency, time to confirmed progression, and specificity, under different conditions of variability.

MATERIAL AND METHODS

Visual field data were selected from patients with open-angle glaucoma who were observed for 7 years or longer, after any presumed learning effects were accounted for, and who had at least eight or more visual field examinations with the full-threshold 30-2 program of the Humphrey Field Analyzer (Carl Zeiss Meditec). Because the data were obtained as part of a retrospective chart review with all identification material removed, the study was granted a Human Subjects Informed Consent exemption from the Legacy Institutional Review Board. The protection of the patients’ privacy was in compliance with the Declaration of Helsinki.
For each patient, only two fields, 7 years apart, were selected from one randomly selected eye and used as input for the computer simulations as the initial and final visual fields, respectively. A previously described visual field simulation program\textsuperscript{11} was used to generate the interim visual fields at 6-month intervals, and only these simulated fields were analyzed in this study. In the simulation program, both short-term (SF) and long-term (LF) threshold fluctuations can be specified. For this study, a simple linear interpolation of the point-wise thresholds based on the actual values in the initial and final fields were first computed for the interim 6-month visual fields. The simulated threshold values were then adjusted for various degrees of SF and LF, both of which are in the form of Gaussian distributions of underlying probability density functions, the widths of which were varied according to the level of fluctuation chosen. A random number generator was used to sample a threshold value from the probability density function described by SF and LF. This procedure was performed for all test locations. SF was also weighted according to the deviation of a test point threshold from the normative value (defect-related variability). The SD of the threshold distribution was increased by 0.08 dB/dB of deviation from the age-matched threshold. The LF component was specified elsewhere.\textsuperscript{11}

Probability density functions, the widths of which were varied according to the level of fluctuation chosen. Full details of the simulation procedure have been described elsewhere.\textsuperscript{11}

In this study, three sets of 14 visual fields at 6-month intervals were simulated for each patient for the follow-up. In the first set, 0 dB of SF and 0 dB of LF were used to describe progression in the ideal condition of no variability. In the second set, we used a moderate degree of variability (1 dB of SF, in addition to the defect-related variability, and 1 dB of LF). In the third set, we used a high degree of variability (2 dB of SF, in addition to the defect-related variability, and 1 dB of LF). Specificities of the seven methods were evaluated in another two sets of visual fields that were simulated using the moderate- and high-variability conditions. These simulations, nonprogression was established by making the initial and final visual fields identical; hence, the thresholds were affected only by the two degrees of variability.

One part of the output of the simulation program is a total deviation map. For each test point, the deviation of a threshold is determined relative to age-corrected normative data. For each simulated field, the mean of these threshold deviations (mean deviation, MD) was calculated for program 24-2 test pattern, excluding one point above and below the blind spot. Because the AGIS and CIGTS methods are based on the program 24-2 test pattern of the Humphrey Field Analyzer, we analyzed these 52 locations for all seven methods.

### The AGIS Scoring System

In the AGIS scoring system,\textsuperscript{11} the 24-2 area of the visual field is divided into three segments: the nasal area and the remaining superior and inferior hemifields areas. The amount of sensitivity loss (total deviation) necessary to be considered abnormal varies from 5 to 9 dB depending on the location. A nasal defect is considered to be a group of three or more contiguous depressed points that may cross the horizontal midline. A nasal step is 1 contiguous point or more in the superior or inferior nasal area without any depression in the opposite nasal area. Either of these defects results in a score of 1. If more than half (≥4 points) of the nasal test points have defect depths of 12 dB or more, the assigned score is 2. The superior and inferior hemifields are scored separately. The number of groups of three or more contiguous depressed points is identified and the total number of points within these groups is summed. A score of 1, 2, 3, or 4 is added respectively for a total of 3 to 5 points, 6 to 12 points, 13 to 20 points, and more than 20 points. Additional scores are given according to the defect depth. A score of 1, 2, 3, 4, or 5 is added respectively if at least half the points are depressed by ≥12, ≥16, ≥20, ≥24, or ≥28 decibels. A maximum score of 9 can be given to each hemifield, and a maximum score of 2 to the nasal area, resulting in a total score that can range from 0 (no field loss) to 20 (end stage). Progression is defined as an increase in score by 4 or more in three consecutive follow-up fields.\textsuperscript{20}

### The CIGTS Scoring System

The CIGTS scoring system\textsuperscript{9} differs from the AGIS scoring system in that the probability levels of the total deviations, rather than the dB values themselves, of the 24-2 area are analyzed. A deviating test point is defined as one that has a total deviation with a probability value of 5% or less. If a deviating test point has two or more neighboring deviating test points, then a score from 1 to 4 can be assigned to it. The two most depressed points of all deviating neighboring points are identified, and the scoring is based on the three contiguous points (the deviating point and two most depressed neighboring points), whether they all have probability values of ≥5% (score of 1), ≥2% (score of 2), ≥1% (score of 3), or ≤0.5% (score of 4). These 3 deviating points have to be located within the same hemifield. Each of the 52 points is given a score (ranging from 0 to 4) and all the scores are summed (maximum score of 208). The sum is divided by 10.4 to scale the total score between 0 (no defect) and 20 (end stage). Progression is defined as an increase in score by 3 or more in three consecutive follow-up fields.\textsuperscript{3}

The change in score at each follow-up field was calculated relative to the average score determined from the initial two visual fields.

### The Glaucoma Change Probability Analyses

In the glaucoma change probability (GCP) analyses, 52 locations in the 24-2 visual field area were analyzed in a manner similar to that described by Heijl et al.\textsuperscript{16} For the GCP calculations, we used our own data set for test-retest variability stratified by defect depth, as reported in a previous publication.\textsuperscript{21} The change at each follow-up field was calculated relative to the average deviation at the same test point calculated from the simulated baseline and first follow-up fields. Locations with changes lower than the 5th percentile of the appropriate test-retest variability were flagged with black triangles. We compared the performance of the GCP analysis from our software to that of the commercial Statpac program (Carl Zeiss Meditec) in sets of real visual field analyses from 17 randomly selected patients (who had a total of 98 examinations) whose visual field damage ranged from mild to severe. The total number of points with differences in deviations at the less than 5% level in the Statpac analyses was 629, whereas the corresponding number in our software was 556. The two methods agreed in the location of 453 points, and disagreement between the two techniques occurred mostly when the significance of the changes in total deviation were close to the 5% change probability cutoff. These results indicate good agreement between the commercial Statpac GCP analysis and the one derived from our dataset.

The three GCP methods analyzed were: (1) GCP (2 × 4): presence of four or more overlapping points at the less than 5% level (as indicated by black triangles in the GCP printout) occurring in two of three consecutive fields\textsuperscript{17}; (2) GCP (8, 2 × 4): presence of eight or more points at the less than the 5% level, of which four or more points had to be confirmed in one of the next two consecutive fields; and (3) GCP (3 × 4): presence of four or more overlapping points at the less than 5% level in three consecutive fields. For each of these analyses, the points did not have to be spatially contiguous.

### Point-wise Linear Regression Analysis

Point-wise least-squares linear regression analysis (PLRA) was performed separately for each of the 52 test points of the 24-2 field area. The analysis was performed at each visit, starting from the third follow-up visit when the first four fields were included in the calculations. Then, the first five fields were included and so forth until at the last follow-up visit all 14 fields were included in the calculations to determine progression status at each test point. Test points with a significant regression slope (\(P < 0.01\)) showing 1.0 dB/y or more of sensitivity loss were identified for each follow-up visit. A point was considered to have confirmed progression if a significant slope was
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### Table 1. Criteria for Confirmed Visual Field Progression

<table>
<thead>
<tr>
<th>Method</th>
<th>Criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGIS</td>
<td>Increase in score by ≥4 in 3 consecutive follow-up fields.</td>
</tr>
<tr>
<td>CIGTS</td>
<td>Increase in score by ≥1 in 3 consecutive follow-up fields.</td>
</tr>
<tr>
<td>GCP (2 × 4)</td>
<td>Threshold deviation outside test–retest variability limits for the baseline threshold deviation in ≥4 overlapping points occurring in ≥2 of 3 consecutive fields.</td>
</tr>
<tr>
<td>GCP (8, 2 × 4)</td>
<td>Threshold deviation outside test–retest variability limits for the baseline threshold deviation in 8 or more test locations and confirmed in one of the two following consecutive fields with ≥4 overlapping points.</td>
</tr>
<tr>
<td>GCP (3 × 4)</td>
<td>Threshold deviation outside test–retest variability limits for the baseline threshold deviation in ≥4 overlapping points in 3 consecutive fields.</td>
</tr>
<tr>
<td>PLRA2</td>
<td>Significant (P &lt; 0.01) regression slope of −1.0 dB/y or less in the same 2 test points in 3 of 4 consecutive fields.</td>
</tr>
<tr>
<td>PLRA3</td>
<td>Significant (P &lt; 0.01) regression slope of −1.0 dB/y or less in the same 3 test points in 3 of 4 consecutive fields.</td>
</tr>
</tbody>
</table>

### Figure 1
Proportion of progressing cases as a function of the time to confirmed progression for the seven methods using simulations with no threshold variability (0), moderate threshold variability (1), and high threshold variability (2).

### RESULTS
Seventy-six patients qualified for the study. The mean age ± SD of
the patients was 63.4 ± 11.1 years. The mean ± SD AGIS
and CIGTS scores of the real fields that were used as initial input fields
in all the simulations were 7.6 ± 3.5 and 8.6 ± 4.1, respectively.

The AGIS method classified 14 (18%) of the simulated visual
fields with no variability as progressing (Fig. 1). The number of progressing fields with moderate and high variability was 7
(9%) and 6 (8%), respectively (Fig. 1). The corresponding mean
follow-up times ± SD to confirmed progression under the three variability conditions were 5.1 ± 1.0, 5.3 ± 1.1, and
5.1 ± 1.7 years, respectively.

For corresponding variability conditions, the CIGTS method
classified 2 to 3.5 times as many progressing fields as the AGIS
method (Fig. 1). The mean follow-up times to confirmed pro-
gression with the CIGTS method were approximately 1 year shorter than the corresponding follow-up times with the AGIS
method (Fig. 1).
The CIGTS method identified 12 (86%) of the fields progressing with the AGIS method under the no-variability condition and all AGIS progressing fields under the moderate- and high-variability conditions. In both AGIS and CIGTS progressing fields, the CIGTS method detected progression significantly earlier than the AGIS method under the no-variability condition. The follow-up time for the CIGTS method was 41 (54%) to 51 (67%) and 46 (61%) to 65 (86%), respectively (Fig. 1). For each of these conditions, the follow-up time to confirmed progression varied significantly between the GCP methods \( (P < 0.001, \text{Kruskal-Wallis ANOVA}, \text{in the no-variability and high-variability conditions}, \text{and } P = 0.003 \text{ in the moderate-variability condition}) \). The Dunn post hoc test of the simulations with no variability showed that the follow-up time to confirmed progression with the GCP (8, \(2 \times 4\)) method was significantly longer than with the GCP (2 \(\times 4\)) method (Fig. 1). Under the moderate- and high-variability conditions, the follow-up time to confirmed progression was longest for the GCP (3 \(\times 4\)) method. Unlike the other two GCP methods, however, it appeared to be the most resistant to variability, both in terms of the number of progressing fields and time to confirmed progression.

PLRA Methods

In the simulations with no variability, the PLRA2 and PLRA3 methods respectively classified 64 (84%) and 55 (72%) fields as progressing, with the number decreasing with increasing variability (Fig. 1). The time to confirmed progression increased with increasing variability.

Under all variability conditions, the two PLRA methods classified more eyes as progressing than either the AGIS or CIGTS methods. They also classified more eyes as progressing than any of the GCP methods in the simulations with no variability, but with moderate or high variability, the number of progressing cases was more similar. Also under all variability conditions, the mean follow-up time to confirmed progression was longer for the PLRA methods than for any other method with neither of the PLRA methods able to confirm progression before a mean follow-up of 5.5 years (Fig. 1).

Specificity

Under the moderate-variability condition, all methods attained a specificity of 82\% (CI: 71\%–89\%) or higher (Fig. 2). Under the high-variability condition, the specificities for only the GCP (2 \(\times 4\)) and GCP (8, \(2 \times 4\)) methods decreased respectively to 68\% (confidence interval [CI]: 57\%–78\%) and 75\% (CI: 64\%–83\%), but remained high for the other methods (95\% [CI: 87\%–98\%] or higher; Fig. 2).

Agreement between Progression Methods

The rates of agreement between the CIGTS, GCP (3 \(\times 4\)), and PLRA3 methods under the three variability conditions was evaluated. These methods were chosen as the best (balance between the number of progressing cases and specificity) among the three classes of methods to evaluate progression.

Under the no-variability condition, all three methods agreed on no progression in 21 (27.6\%), 25 (32.9\%), and 21 (27.6\%) patients, respectively, whereas under the same variability conditions, progression was detected by all three methods in 27 (35.5\%), 23 (30.3\%), and 17 (22.4\%) patients (Fig. 3). Hence, there was overall agreement between the methods in between 38 (50\%) and 48 (63.2\%) cases, depending on the variability condition. Progression was infre-
Figure 3. Agreement rates between the CIGTS, GCP (3 × 4), and PLRA3 methods for progressing cases using simulations with no (A), moderate (B), and high (C) threshold variability.

There were no statistically significant differences in visual field severity (as measured by baseline MD) between progressing and nonprogressing eyes using either of the seven methods under the no-variability condition (P > 0.08). With moderate variability, the baseline MD in nonprogressing cases was significantly worse (P < 0.04) compared with progressing cases for only the three GCP methods (−10.8 and −8.6 dB, respectively, for the GCP [2 × 4] method, −10.9 dB and −8.4 dB, respectively, for the GCP [8, 2 × 4] method, and −10.6 and −8.3 dB, respectively, for the GCP [3 × 4] method). With high variability, the MD difference was significant for the GCP (8, 2 × 4) method (−11.7 dB for nonprogressing and −8.7 dB for progressing cases, P = 0.012).

Visual field severity was also not related to the time to detection of progression with any of the methods under any of the variability conditions (P > 0.06).

DISCUSSION

In this study, we evaluated three different classes of methods for determining visual field progression in glaucoma. The AGIS and CIGTS methods are ordinal scoring methods based respectively on point-wise total deviation and their probabilities. Although the GCP analysis is commercially available with the Statpac program of the Humphrey Field Analyzer (Carl Zeiss Meditech) and is widely used, there is no consensus on the magnitude of the change required to constitute progression. Similarly, although PLRA methods have been used for many years now, there are no accepted criteria on either the number of test locations that show significant decline in sensitivity, the significance level, or the magnitude of change (decibels per year) at each location.

As a result, the performance of the GCP and PLRA methods depends critically on the criteria used and the number of repeated tests required to confirm progression. This is an inherent limitation of studies such as these that seek to evaluate the relative performance of these techniques. It can be argued for example that selecting a more liberal criterion with PLRA, such as a significant decline in sensitivity at two locations, or at P < 0.05, with no minimum requirement for slope change or number of occasions that significance has to be confirmed would have led to both a higher number of progressing fields and a shorter time to detection. It is also likely that there would have been a larger number of falsely progressing cases with such liberal criteria. Because we also evaluated specificity, we were positioned to identify those criteria that were clearly too liberal.

Computer simulation techniques have been used extensively to evaluate the performance of thresholding algorithms in addition to methods for the evaluation of progression. The advantages of these approaches are numerous, including control of variability parameters, the frequency of tests, and the length of follow-up. By using the same initial and final visual fields, we were able to evaluate the specificity of the methods as they related to the number of progressing cases under the same variability conditions (Fig. 2). An evaluation of specificity from real longitudinal data may not be meaningful, as visual field progression cannot be ruled out, even if other clinical markers of disease progression appear to be stable. We have shown that the type of computer simulation used in this study shows close agreement to real visual field data. The advantage of this approach is that we did not impose a definition of what constitutes visual field progression, which would invariably result in an evaluation that is criterion dependent. The disadvantage, however, is that cases identified as progressing likely contain both true- and false-positive results. Hence although we were able to estimate specificity, because of the lack of an external standard for visual field progression, we could not evaluate sensitivity. By examining the changes in specificity and the number of fields identified as progressing under different variability conditions (Fig. 2), one can evaluate the effect of variability on performance.

The AGIS method was the most conservative and identified the least number of eyes as progressing. Like the AGIS method, the CIGTS method also had high specificity under moderate- and high-variability conditions, but the CIGTS method classified twice as many eyes as progressing as did the AGIS method and detected confirmed progression 1.4 to 2.3 years earlier than the AGIS method. Similar differences in progression rates between these two methods have been reported by Katz et al., however, no differences were found in the time to progression. The fact that for similar specificity, the CIGTS method detected both more cases of progression and earlier time to progression than the AGIS method suggests that the latter may
be overly conservative. In comparison to the GCP and PLRA methods, however, the CIGTS method detected progression in substantially fewer eyes. The follow-up time to confirmed progression with the CIGTS method was on average approximately 1.5 years less than with the two PLRA methods, but was comparable to that of the GCP methods.

Because of the higher progression rates with the GCP and PLRA methods, it is likely they detect smaller changes than either the AGIS or CIGTS methods. The GCP (2 × 4) and GCP (8, 2 × 4) methods had the highest variation in the number of progressing cases, the time to detect progression and specificity suggesting a considerable vulnerability of these methods to threshold variability. Under the high-variability condition, the GCP (2 × 4) and GCP (8, 2 × 4) methods resulted in the highest number of progressing cases, but also lowest specificity. These findings suggest that these methods may result in an excessive frequency of progression in patients with moderately advanced field losses that exhibit the largest degree of measurable variability. In comparison, under the low-variability condition, the GCP (2 × 4) and GCP (8, 2 × 4) methods have a considerably higher specificity at a cost of a modest reduction in the number of progressing cases. It is interesting to note that although the GCP (3 × 4) method on average detected fewer cases of progression and at a later time compared with the other GCP methods, its performance was remarkably resistant to variability. These findings indicate that it is not the GCP analysis itself that results in performance variation, but probably the number confirmatory results that are necessary to declare progression.

The PLRA methods generally had high specificity. The PLRA’s criterion produced 100% specificity under both variability conditions. The PLRA methods also declared a relatively large number of fields as progressing. The drawback of these methods is that they required the longest time to detect progression (5.5–6.5 years). The criterion for progression at a single location was decay of 1.0 dB/y or more with P < 0.01. The same criterion has recently been used by Membrey et al., but P < 0.05 and 0.10 have also been reported. The probability level directly affects the number of fields needed before progression can be confirmed. Using our criteria, the earliest confirmed progression was detectable at only at the 5.5-year visit (i.e., at the 12th semiannual visual field). These findings are in accord with the results of a clinical study by Katz et al., who showed that seven fields over a 6-year period are insufficient for PLRA to detect sensitivity decay of less than 1.0 dB/y. Furthermore in another study, detection of 1.0 dB/y sensitivity loss in an individual test point with P < 0.001 has been calculated to require, depending on the degree of long-term variability, from 10 to 14.5 years of follow-up, with semiannual testing of visual fields. Finally, in a computer simulation study, a minimum of eight annual tests have been shown to be required before a 1.0 dB/y point-wise sensitivity loss at P < 0.05 and specificity ≥75% can be detected. Such long follow-up times before confirmed progression can be detected may be unacceptable for both clinical and research purposes. However, when number of fields available and the follow-up increases, PLRA may be valuable particularly because the method can be highly specific. Furthermore, PLRA allows measurement of the rate of change of threshold or threshold deviation, which may be may be important in clinical management.

The ideal method for analyzing visual field change should be sensitive, detect progression with few examinations, maintain high specificity, and be resistant to fluctuation. Our results show that none of the methods investigated could achieve all these attributes. Methods that yielded a high number of progressing cases were often less specific and were influenced by fluctuation. In contrast, those methods that yielded high specificity often required very long follow-up times. Furthermore, in agreement with a previous study, there was poor concordance among the methods with respect to the patients identified as progressing. Although we have investigated with computer simulation techniques a range of methods to analyze progression, there are many possible variations in criteria for progression within a class of method. For example, the degree of decibel loss per year and probability level with the PLRA methods and other combinations of progressing points and confirmations with the GCP methods, may yield more favorable results. Our study confirms that detecting visual field progression reliably requires a considerable number of examinations and length of follow-up. For many patients, these conditions may not be acceptable to the clinician. It is not clear whether these findings are due to the nature of conventional perimetry itself or the methods of analysis. Future research should focus on both alternative methods of data analysis and other modalities of detecting glaucomatous progression.
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