Automated Segmentation of the Optic Disc from Stereo Color Photographs Using Physiologically Plausible Features
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PURPOSE. To evaluate a novel automated segmentation algorithm for cup-to-disc segmentation from stereo color photographs of patients with glaucoma for the measurement of glaucoma progression.

METHODS. Stereo color photographs of the optic disc were obtained by using a fixed stereo-base fundus camera in 58 eyes of 58 patients with suspected or open-angle glaucoma. Manual planimetry was performed by three glaucoma faculty members to delineate a reference standard rim and cup segmentation of all stereo pairs and by three glaucoma fellows as well. Pixel feature classification was evaluated on the stereo pairs and corresponding reference standard, by using feature computation based on simulation of photoreceptor color opponency and visual cortex simple and complex cells. An optimal subset of 12 features was used to segment all pixels in all stereo pairs, and the percentage of pixels assigned the correct class and linear cup-to-disc ratio (LCDR) estimates of the glaucoma fellows and the algorithm were compared to the reference standard.

RESULTS. The algorithm was able to assign cup, rim, and background correctly to 88% of all pixels. Correlations of the LCDR estimates of glaucoma fellows with those of the reference standard were 0.75 (95% CI, 0.58–0.83), 0.81 (95% CI, 0.70–0.89), and 0.86 (95% CI, 0.78–0.91), respectively, whereas the correlation of the algorithm with the reference standard was 0.93 (95% CI, 0.89–0.96; n = 58).

CONCLUSIONS. The pixel feature classification algorithm allows objective segmentation of the optic disc from conventional color stereo photographs automatically without human input. The performance of the disc segmentation and LCDR calculation of the algorithm was comparable to that of glaucoma fellows in training and is promising for objective evaluation of optic disc cupping. (Invest Ophthalmol Vis Sci. 2007;48: 1665–1673) DOI:10.1167/iovs.06-1081

Glaucoma is the second leading cause of blindness in the United States, characterized by gradual damage of the optic nerve and resultant visual field loss.1 Early diagnosis and optimal treatment have been shown to minimize the risk of visual loss due to glaucoma.2 The hallmark of glaucomatous progression is cupping of the optic disc. One way of determining the amount of cupping is planimetry performed by experienced glaucoma specialists examining stereo color photographs of the optic disc.3,4

Pixel feature classification is a machine learning technique that can be used to assign a class to the pixels in an image, in this case the cup, rim, or background.3–8 Pixel feature classification uses multiple pixel features, which are numeric properties of a pixel and its surroundings. Originally, pixel intensity was used, and later, its contrast with the surrounding region, its proximity to an edge, and so forth, were added. As a supervised algorithm, it has two stages: a training stage, in which the algorithm “statistically learns” to classify pixels correctly from known classifications, and a testing or classification stage, in which the algorithm classifies a new, previously unseen image. The number of features for any pixel is essentially infinite, and it is easy to prove that one or more subsets of this infinite set are optimal for classifying the image according to some reference standard. Hundreds of features for a pixel can be calculated in the training stage to cast as wide a net as possible. Still, because all potential features cannot possibly be taken into account, such a selection is arbitrary to some extent and carries a bias. One of the advantages of the pixel feature classification method is that it avoids the potentially much larger bias of an imaging expert’s developing the algorithm by selecting one or two feature detectors. This is common in unsupervised image classification, such as in an edge-based, deformable model or in template-based algorithms that have been used in segmentation of retinal images and optic disc in nonstereo images.9 Pixel feature classification has so far outperformed all other approaches for the segmentation of vessels, hemorrhages and microaneurysms, exudates, infarcts, and drusen in retinal images9–12 (Niemeyer et al. IOVS 2005;45: ARVO E-Abstract 3468).

Another advantage of pixel feature classification is its potential for mimicking human experts’ visual performance by using parallel visual “channels.”10 We have designed pixel features for color that mimic the output of the dark-bright, red-green, and blue-yellow center surround opponency cells, with different receptive field sizes and orientation, and features for stereo disparity that mimic the output of binocular cells in area V1 of the visual cortex.11,12

The purpose of this study was to compare the performance of pixel feature classification that segments the optic disc into cup, rim, and background from color stereo photographs and
the performance of glaucoma fellows with the results of three glaucoma faculty experts, for measurement of glaucoma progression.

Specifically, we compared the performance of the pixel classification algorithm to segment the optic disc photographs into cup, rim, and background with the planimetric performance of the fellows against the reference standard planimetric segmentation by the glaucoma experts.

**METHODS**

**Stereo Color Images of the Disc**

The study was approved by the University of Iowa’s Institutional Review Board and adhered to the tenets of the Declaration of Helsinki. For the test set, stereo photographs of the optic disc were obtained from 58 consecutive patients of the Glaucoma Service at the university. Patients were included if they met the definition of suspected glaucoma or open-angle glaucoma. Those with a history of angle closure or open-angle glaucoma were excluded. The diagnosis of “suspected glaucoma” was made by the treating faculty glaucoma specialist according to these definitions.

Color slide stereo photographs centered on the optic disc of both eyes were acquired with a fixed stereo-base retinal camera (3DX; Nidek, Newark, NJ). After development, slides were scanned at a 4096 × 4096-pixel resolution, 24-bit depth with a slide scanner (Kodak Inc., Rochester, NY). Only one eye of each patient was selected for the study based on the quality of the stereo image. To limit the number of pixels (>16 million for each left–right stereo pair) that would otherwise have to be processed by the algorithm, the left and right stereo images of the selected stereo pairs were cropped to 512 × 512 pixels each with the optic disc in the center, by automatically locating it in the 4096 × 4096 images and cropping to 256 pixels outward from the center of the disc based on its brightness. The cropped images included the optic disc in its entirety in all images (see Fig. 1).

Computer-aided planimetry of the stereo pairs with a hand-held stereoscope was performed by three faculty glaucoma specialists at the University of Iowa on the 58 stereo pairs by using custom-made annotation software. In addition, three glaucoma fellows in the university’s Glaucoma Fellowship performed planimetry on all stereo pairs in the same manner. The human graders were masked from the patient identifier, and the clinical information was associated with the photographs and the results of all other graders at the time of grading. Graders were instructed to outline the disc margin while viewing the photographs with a stereo viewer. Then, they were instructed to draw the cup to the best of their ability. When the cup margin was difficult to identify (usually at the temporal slope of the disc), they were instructed to identify and draw the cup margin on the slope that is halfway between the bottom of the cup and top of the rim.

A reference standard grading with a unique class (cup, rim, and background) assigned to each pixel was then created by combining the grading by each faculty grader in a “majority-win” manner: each pixel was assigned the class that received the majority of votes (e.g., if two graders voted a pixel to be rim and one voted it to be cup, the pixel assigned was rim). In the case of a draw, the pixel was assigned the background class (Figure 2).

**Pixel Feature Classification**

Rationale for Inclusion of Specific Features. Originally, pixel intensity and simple edge operators were used as pixel features. Once it was realized that a pixel’s feature could also incorporate the adjacent pixels (i.e., its surround) and the Gaussian filter bank concept had been established mathematically, it was possible to use filter bank outputs to create a larger set of features, from which an optimal combination of features could be selected—a method used initially in pulmonary image analysis. Gaussian filter bank features are sensitive to edges and textures in the gray-scale intensity image obtained from a color image at different scales and orientations. For more optimal use of the color information in fundus color images, we added the outputs of a Gaussian steerable (i.e., having multiple orientations) filter bank in

**FIGURE 1.** Stereo color image pair of the optic nerve head of the left eye after alignment and cropping to 512 × 512 pixels. The left and right stereo images can be fused by holding the page at approximately 30 cm (12 in.) distance from the eye and gazing into infinity.

**FIGURE 2.** (A–C) Gradings of an optic disc stereo pair by three faculty glaucoma specialists. Rim is grayish, cup is whitish in the left image of the stereo pair from Figure 1. (D) Reference standard created from (A–C) with white, cup; gray, rim; and black, background.
hue, saturation, brightness space as features and also the variance in the red, green, and blue channels in a small region around the pixel.\(^8\)

Such features are obviously different from the color opponency model of primate color vision, and for this study we added the output of a Gaussian steerable filter bank in color opponency space for dark-bright, red-green, and blue-yellow center-surround color opponency. See Appendix A for the mathematical details. Preliminary experiments showed that the color opponency filter bank improved the performance (Figure 3).

Similarly, because expert human graders require stereo photographs for optimal segmentation of the optic nerve head, we decided to add horizontal stereo disparity maps as features. In the literature, many known algorithms use edge and texture information and some form of energy minimization to solve this depth from stereo problem in color or video images.\(^17\) These algorithms are fundamentally different from what is known about stereo disparity computation in primates.\(^18\) In preliminary studies, we found that the stereo disparity algorithms that have been found to be optimal for natural scene stereo disparity—namely, the graph search algorithms first described by Kolmogorov and Zabih\(^1\) and Birchfield and Tomasi\(^9\)—did not perform as well as expected on the low-contrast/high-noise images in this study. Therefore, we decided to add features calculated by simulating the output of binocular complex cells in V1 visual cortex as first described by Qian and Zhu.\(^12\) The output of binocular simple cells in the mammalian V1 has been shown to correspond closely with the convolution of its receptive field with Gabor-basis kernels, with the same spatial frequency and scale but different phases for the left and right fields. Stereo disparity-sensitive complex cells can then be modeled by summing the squared outputs of two simple cells with different phases, but the same size receptive field. See Appendix B for the mathematical background.

An informal taxonomy of pixel features obtainable from stereo color images may be:

- "Less physiologically plausible": The outputs of edge detectors such as those described by Canny and Sobel, or graph search stereo disparity algorithms, as there is currently no evidence that these are expressed by any neural circuit.\(^20\)
- "Somewhat physiologically plausible": The outputs of Gaussian filter banks in intensity, or RGB, space, because there is evidence that a Gaussian profile is expressed by certain neural circuits.\(^21\) No red/green/blue- or hue/saturation/intensity-sensitive receptive fields have been described to our knowledge.
- "More physiologically plausible": Gabor wavelets in color opponency space, and the output of simulations of binocular complex cells, as there is evidence that these are expressed in certain neural circuits.\(^22,23\)

We have assumed that a combination of retinal and cortical image processing as found in biological systems would be effective in classifying the stereo color images of the optic disc and thus have implemented these physiologically plausible features and added them to the set of potential features from which an optimal set of features is then selected. Whether these features indeed increase the performance of the system can be studied (implicitly) by running feature selection on sets with and without the "more physiologically plausible" features and comparing the accuracy.

A Priori Expectation Feature

In pixel feature classification, non pixel-based information is not naturally included. However, it is easy to see that in stereo disc color imaging of this type, the likelihood that a pixel in the center of the image is cup is higher than the likelihood that it is rim or background. To capture this a priori expectation of the class of a pixel based on its location in the image, an a priori rim–nonrim feature was calculated by performing principal component analysis on all reference standard images and taking the first principal component.\(^24\) This feature expresses the expectation of any pixel’s being rim or either background or cup based on its position. Preliminary studies without the a priori feature did not attain an accuracy of more than 75% (see the Results section).

A total of 108 \(\times 3 \times 48 + 1\) features were thus calculated, for all 15,204,352 pixels in all 58 color stereo pairs. Because these features can be calculated independently in parallel, as is the case in the primate visual system, this is a naturally parallel computation. See Figure 4 for an example of all values of the 12 optimal pixel features that were selected for a specific stereo pair.

Classifer Implementation

In pixel feature classification, a classifier is trained on a subset of all data, the training set, and then repeatedly tested on another subset of the data, the test set. By repeatedly testing with different subsets of all the features and comparing the performance of the classifier with these different feature subsets, the optimal subset of features can be selected. In preliminary studies, the k-nearest neighbor (kNN) classifier outperformed support vector machines and linear discriminant analyzer classifiers, as has been found in other studies.\(^8,16,25,26\) A kNN classifier has the advantage that no elaborate training is required and

**Figure 3.** Example of the variety of color opponency, steerable, Gaussian filter bank kernels. Kernels are oriented as if the local gradient were horizontal. **First row:** from left to right: dark-bright opponency kernels for zeroth order, first order 0° to the local gradient, first-order 90° to the local gradient, second-order 0° to the local gradient, second order 60° to the local gradient, and second order 150° to the local gradient, at scale σ 32 pixels. **Second row:** same, for scale σ 64 pixels. **Third row:** 128 pixels. Next three rows: same, for blue-yellow opponency kernels; **last three rows:** same, for red-green kernels. Smaller scales are not shown because they are difficult to see. These kernel images also represent the response of each of the features to an impulse function.
that only one parameter needs to be adjusted, the $k$. We have inter-
face the publicly available kNN library (www.cs.umd.edu/~mount/
ANN/) developed by David Mount and Sunil Arya and provided in the
public domain by the Department of Computer Science, University of
Maryland, College, Park, MD) to Java.27

### Data Analysis

The classifier was optimized on the accuracy as explained in Appendix
C to find the set of optimally discriminant features. A clinically more
relevant measure was also used to compare the performance of the
pixel feature classification and the three glaucoma fellows to the
reference standard. For this purpose, all pixels in all stereo pairs were
classified in a leave-one-out fashion.25 The resultant gradings contained
the algorithm’s estimate for each pixel as to whether that pixel was
cup, rim, or background, similar to the gradings by the glaucoma
faculty and the glaucoma fellows. A linear cup-to-disc ratio was then
computed for each graded image as a square root of area cup-to-disc
ratio:

\[
\text{cd}_{\text{lin}} = \sqrt{\frac{n_c}{n_r + n_c}},
\]

where $n_c$ is the number of pixels in cup, and $n_r$ is the number of pixels in
rim.28

### Optimal Feature Selection

The algorithm had been trained on a larger set of 101 stereo disc pairs of
patients with glaucoma (Abramoff et al., IOVS 2006;46:ARVO E-Abstract
3635). The training set was used to determine which combination of
features gives the best accuracy (“feature selection,” see Appendix C). A
hard classification using “majority-win” of the kNNs was used as the
classification for each pixel. Each feature column in the training set was
scaled to have zero mean and unit variance over all pixels. The most
discriminant features were then selected in a sequential forward-floating
search,25 by adding all features to an initially empty feature set one by one
and retaining only the new feature that showed the highest gain in
classification performance. Preliminary studies showed that $k = 501$ gave
slightly better performance over a range of feature vector lengths, but
sensitivity to changing from 1 to 1001 was low. The number of samples
was 1200 per image, per class. The pixel feature classification was imple-
mented in Java, and it took 15 minutes to calculate 12 features and
completely grade a stereo pair on a standard 2GHz 2Gbyte computer
(running Windows XP; Microsoft, Redmond, WA).

Table 1 shows the 12 features that were found to be the most domi-
nant. Figure 5 shows an example stereo pair and those pixel features
that were most discriminant features. After feature selection, the algo-
rithm was ready for testing using this optimal set of features.

### Results

The stereo pairs of 58 eyes of 58 patients were included to test the
algorithm. The age of these patients was 61.2 ± 17.8 years
(mean ± SD), and there were 33 women. There were 22
patients with suspected glaucoma and 36 with open-angle
glaucoma. Of the total of 58 eyes, 27 underwent Humphrey visual
field testing (24-2 SITA Standard, HFA II; Carl Zeiss
Meditec, Dublin, CA) within 1 year of the disc photographs.
The remainder ($n = 31$) had either Goldmann visual field
testing ($n = 28$, Goldmann Perimeter 940; Haag Streit, Liebe-
feld, Switzerland) or no field tests ($n = 3$). We performed
Goldmann visual field tests in patients whose Humphrey visual
field result was not reliable and/or who had moderate to severe
visual field defect (typically −15 dB mean deviation [MD] or
worse). In these patients, we found the Goldmann visual field
results to be more reliable. A few patients ($n = 3$) were unable
to perform any visual field tests at all (e.g., those with Alzhei-
mer’s disease). The Humphrey visual field mean defect (in
decibels ± SD) in eyes with suspected glaucoma ($n = 11$) or
open-angle glaucoma ($n = 16$) were −1.1 ± 2.3 and
−4.1 ± 5.2, respectively. The Humphrey visual field pattern SD (dB ±
SD) in eyes with suspected glaucoma and open-angle glaucoma was 2.8 ± 3.6 and 4.5 ± 4.5, respectively. The Goldmann
visual field results of the suspected-glaucoma group ($n = 8$)
were within normal limits, but the results in the open-angle
group ($n = 20$) showed a variety of defects consistent with
glaucomatous nerve fiber layer loss including paracentral sco-
toma, nasal step, and arcuate defect(s).

Average disc size (cup and rim area, as determined from the
reference standard) was 14.085 ± 3.467 (SD) pixels. All pixels
in all stereo pairs were graded by the algorithm. Accuracy was
0.876; the algorithm was able to assign 88% of all pixels in
the 58 stereo pairs to the correct class. Figure 5 shows how
the gradings by the glaucoma faculty, the glaucoma fellows, and
the algorithm compared with each other visually. Correlations of
the linear cup to disc ratio for each of the glaucoma fellows
with the reference standard were 0.73 (95% confidence inter-
Table 1. Twelve Features Selected as the Most Dominant

<table>
<thead>
<tr>
<th>Rank</th>
<th>Description</th>
<th>Scale (Pixels)</th>
<th>Cumulative Accuracy on Training Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A priori probability of pixel being cup</td>
<td>1</td>
<td>0.810</td>
</tr>
<tr>
<td>2</td>
<td>Red-green opponency (opp.) second-order Gaussian derivative transversal to</td>
<td>32</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td>local gradient</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>A priori probability of a pixel being rim</td>
<td>1</td>
<td>0.829</td>
</tr>
<tr>
<td>4</td>
<td>Red-green opp. Gaussian blurred (zeroth order)</td>
<td>8</td>
<td>0.852</td>
</tr>
<tr>
<td>5</td>
<td>Complex cell output tuned to a disparity of −12 pixels</td>
<td>16</td>
<td>0.845</td>
</tr>
<tr>
<td>6</td>
<td>Blue-yellow opp. second-order Gaussian derivative</td>
<td>32</td>
<td>0.854</td>
</tr>
<tr>
<td>7</td>
<td>Red-green opp. first-order Gaussian derivative perpendicular to local gradient</td>
<td>16</td>
<td>0.869</td>
</tr>
<tr>
<td>8</td>
<td>Bright dark opp. Gaussian blurred (zeroth order)</td>
<td>16</td>
<td>0.872</td>
</tr>
<tr>
<td>9</td>
<td>Red-green opp. first-order Gaussian derivative radial to local gradient</td>
<td>4</td>
<td>0.874</td>
</tr>
<tr>
<td>10</td>
<td>Blue-yellow Gaussian blurred (first-order)</td>
<td>4</td>
<td>0.874</td>
</tr>
<tr>
<td>11</td>
<td>Red-green opp. first-order Gaussian derivative parallel to local gradient</td>
<td>4</td>
<td>0.875</td>
</tr>
<tr>
<td>12</td>
<td>Red-green opp. Gaussian blurred (zeroth order)</td>
<td>32</td>
<td>0.876</td>
</tr>
</tbody>
</table>

The features are ranked by their contribution to cumulative accuracy on the training set.

Discussion

Our results show that pixel feature classification with biologically inspired features can classify a set of optic disc stereo images with an accuracy that is comparable to that of glaucoma fellows. Other studies have also shown agreement of pixel classification algorithms for the segmentation of retinal vessels and the detection of diabetic retinopathy lesions with classifications made by human experts. In fact, Niemeijer et al. found that a pixel classification-based approach for retinal vessel segmentation outperformed other supervised and unsupervised methods. The same group of investigators used a pixel classification approach to detect red diabetic retinopathy lesions and reached a sensitivity of 100%, a specificity of 87%, and an area under the ROC curve of 98.5% in a study of 100 patients.

We are aware of only one previous study of classification of the optic disc in which stereo photographs were used. In that study, a matching cost approach was used, based on pyramidal cross correlation. Recent depth from stereo algo-

Figure 5. Classification of stereo pairs by glaucoma faculty, three glaucoma fellows, and pixel feature classification. Rows 1–4: small, medium, and large disc excavation and excavation with inferior notching, respectively. From left to right: left and right images of the stereo pair; reference standard by three glaucoma expert faculty; grading by fellow A, fellow B, and fellow C; and grading by pixel feature classification.
Algorithms, mostly based on graph searches, have been shown to outperform matching cost computation algorithms on real-world depth scenes. As shown by our results, these graph search algorithms in their turn can be outperformed by an algorithm that mimics binocular cells in the visual cortex in optic disc stereo images.

On a computational level, the role of most features is to determine how much a patch around the pixel resembles the filter kernel of that feature. The results indicate that the features selected for optimal accuracy of the system were predominantly of the “somewhat” and “more” physiologically plausible categories, and not for example, the familiar Sobel or Canny intensity edge detectors. On an image-understanding level, it is difficult to explain the role of the selected features. A second-order Gaussian derivative of a specific orientation and blue-yellow color opponency can be said to correspond to “striped oriented patches” of the pixel surround, but is more than a simple edge detector, and also different from a texture detector. This situation is analogous to the difficulty in describing the role of different receptive field properties for scene analysis by the primate visual cortex.

Objective classification of optic disc cup and rim from color stereo photographs is promising, because it allows optic disc stereo photographs to be evaluated objectively and rapidly.

**FIGURE 6.** Scatterplots of linear cup-to-disc ratio estimates from all 58 stereo pairs by three glaucoma fellows and the pixel feature classification algorithm (vertical axes), against the reference standard grading by three glaucoma faculty (horizontal axes). Clockwise; fellows A and B, the algorithm, and fellow C respectively. $r$, is the correlation coefficient for each of these estimates with the reference standard.
However, the ultimate goal of an algorithm such as this is the objective measurement of glaucoma progression, or enlargement of the optic cup, over time. The results of the present study are intended foremost to serve as a proof of concept, and many aspects can be improved, including adding features that mimic physiology even more and adding vessel segmentation.

Nevertheless, several serious issues remain to be addressed before the present algorithm can be thus used. First, the algorithm is deterministic and therefore returns the same classification if offered the same stereo pair repeatedly. However, whether it also gives very similar classifications on two stereo pairs of the same patient of the same eye taken minutes apart, with subsequent patient movement, vignetting, and refocusing, has not been determined.

Second, there is room for substantial improvement, as is evident from the noisy visual appearance of the classification, compared with the smooth boundaries of the reference standard, and the percentage of correctly classified pixels, which is only 88%. For example, compared with the optic disc images obtained with a fundus camera (Carl Zeiss Meditec), the 3Dx (Nidek) gives decidedly darker and less crisp images, which may have affected the quality of the performance negatively. We have adopted several different postprocessing techniques that are showing promising results.31

Third, the algorithm performs well on stereo pairs obtained with the fixed-base 3Dx, which may not be widely available, and it has not been established whether the algorithm will perform similarly on non-fixed-base stereo pair cameras.

Fourth, the algorithm’s performance is highly dependent on a single feature, the prior PCA. One of its roles is likely to be to indicate that the disc is in the center of the image, and the cup is in the center of the disc and surrounded by the rim. Because this is an assumption about the expected size and location of the disc, the algorithm’s accuracy may be lower on discs that are smaller or larger than in our sample and also if the disc is not properly centered in the cropped image. Therefore, we are currently engaged in removing this feature from the selected features while maintaining performance.

Finally, the algorithm is slow. It is important to understand that the current implementation of the algorithm was not written for speed, but for ease of use and modifiability, and that it can easily be optimized for speed. In our previous optimized algorithms, classification times of 15 seconds for a whole image were reached.8 In addition, calculation of the features and feature classification is naturally parallel, so that with appropriate hardware, the features for all pixels can be calculated in parallel.

Contrary to expectations, stereo disparity was not the most discriminant feature for the performance of the algorithm. In Figure 1, it can be appreciated that the stereo photographs are not very crisp. Possibly, using a pair of photographs improves the quality of the fused image by suppressing these irregularities to some extent. In addition, human graders may be unaware of the relative importance of color and texture of the tissues compared with depth-from-stereo as the feature they use to segment the optic disc. The algorithm may therefore also perform reasonably on non-stereo color photographs.

In summary, the results of this study have shown that pixel feature classification with biologically inspired features of stereo color images is a good starting point for the classification of the optic disc and other three-dimensional structures on the retina, and also, that features based on the physiological process outperform standard pixel features on segmentation of the optic disc.

**APPENDIX A**

**Color Opponency Gaussian Filter Bank**

By careful selection of steerable Gaussian kernels in a Gaussian filter bank, second-order invariant features can be calculated, so that all other features up to the second order are combinations of the features in this invariant set.15 Color opponency Gaussian filter banks30 L_{db}, L_{rg}, L_{by}, for dark-bright (db), red-green (rg), and blue-yellow (by) opponency images, are computed from each color image as follows:

\[
L_{db} = \frac{L_r + L_b + L_g}{3},
\]

\[
L_{rg} = L_r - L_g,
\]

and

\[
L_{by} = (L_r + L_g) - 2L_b,
\]

with \(L_r, L_g, L_b\), the red (r), green (g), and blue (b) channels of the left (L) image of the stereo pair, respectively.

\(L_{db}, L_{rg}, L_{by}\) are then each convolved with Gaussian filter bank kernels to obtain the following color opponency Gaussian derivative features:

\[
L_0(\sigma), L_1(\sigma), L_1(90^{\circ}\sigma), L_2(0^{\circ}\sigma), L_2(60^{\circ}\sigma), L_2(120^{\circ}\sigma),
\]

with \(L_{n,op}(\sigma)\) the feature obtained by computing \(L_{n,op}(\sigma) = L_n \odot G_n(\sigma)\) for order \(n\), orientation \(\alpha(0^{\circ} \text{ and } 90^{\circ} \text{ orientation to the local gradient for first-order derivatives and } 0^{\circ}, 60^{\circ}, \text{ and } 120^{\circ} \text{ to the local gradient for second-order derivatives}),\) scale \(\sigma \in \{2, 4, 8, 16, 32, 64\}\), and opponency (op) image \(L_{op} \in \{L_{db}, L_{rg}, L_{by}\}\). \(\odot\) denotes convolution. \(L_n^0\) is computed as follows:

\[
L_0 = L_1
\]

\[
L_1^0 = \cos(aL_x) + \sin(aL_y),
\]

\[
L_2^0 = \cos^2(aL_x) + \cos(aL_y) + \sin^2(aL_y),
\]

where the \(x, y\) and \(xy\) subscripts to \(L\) denote differentiation of \(L_{op}\) to \(x\) and/or \(y\) and results in 108 color opponency Gaussian filter bank feature.

**APPENDIX B**

**Stereo Features**

Gabor features \(G_{\alpha,0}(x,y)\) were calculated by convolution of the three opponency images \(op \in \{L_{db}, L_{rg}, L_{by}\}\) with Gabor wavelet kernels at scales \(\sigma = 1, 2, 4, 8, 16, 32\) and pixels, at orientation \(\alpha = 0^{\circ}, 45^{\circ}, 90^{\circ}, \) and 135°:

\[
G_{\alpha,0}^{\sigma}(x,y) = e^{-\frac{x^2 + y^2}{2\sigma^2}} \cos(\omega x + \varphi),
\]

with phase \(\varphi = 0\) and with spatial frequency \(\omega = \frac{\pi}{\sigma}\) constant, for a total of 82 features. See Figure 3 for an example of these kernels.

Stereo disparity features were computed by first convolving the left and right color opponency images with left and right Gabor kernels \(k_l\) and \(k_r\).
\[ k_i(x) = e^{-\frac{x^2}{2\alpha^2}} \cos(\omega x + \phi_i) \]
\[ k_{i}(x) = e^{-\frac{x^2}{2\alpha^2}} \cos(\omega x + \phi_i), \]
where \(\phi_i, \phi_i\) are the phases of the left and right Gabor wavelets, and \(\omega\) its preferred spatial frequency, which was kept constant at \(\omega = \frac{\pi}{\alpha}\). The linear combination of convolutions of the left and right images with these respective kernels mimics the output of a simple cell:

\[ S_{i,j}(\sigma, \phi_i, \phi_i) = L_{i,1} \otimes k_i + L_{i,2} \otimes k_i, \]

with \(L_{i,1}, L_{i,2}\) the left and right intensity images, respectively. The sum of the squares of two

\[ S_{1,2}(\sigma, \phi_i, \phi_i, \phi_i) = \frac{1}{2}(\sigma \phi_i + \frac{\pi}{2} \phi_i + \frac{\pi}{2}) \]

formed quadrature pairs:

\[ C_{\sigma}(\sigma, \Delta \phi) = (S_{1,2}(\sigma, \phi_i, \phi_i))^2 + \left( S_{2,2}(\sigma, \phi_i, \frac{\pi}{2} \phi_i + \frac{\pi}{2}) \right)^2, \]

with \(\Delta \phi\) the phase difference

\[ \Delta \phi = \phi_i - \phi_i \]

between the right and left eye receptive fields. With

\[ \Delta \phi \in \{6, 4, 2, 8, 16, 32\} \]

then tuned to stereo disparities of \(\{-4, -3, -2, -1, 0, 1, 2, 3\}\) pixels, respectively, calculated at scales \(\sigma = 1, 2, 4, 8, 16, 32\) pixels, and for each of the \((L_{1,2} R_{1,2}) \in \{(L_{1,1} R_{1,1}), (L_{1,2} R_{1,2}), (L_{1,2} R_{2,2})\}\) color opponency pairs, resulting in 48 features for each of the color opponency spaces. 

### APPENDIX C

**Balanced Accuracy**

Performance was calculated in the form of balanced accuracy (a combination of sensitivity and specificity in a single number) by calculating the number of correctly classified pixels in equally sized samples from the rim, the cup, and the background

\[ \pi = \frac{N_{c,r} + N_{c,b} + N_{b,r}}{N_{c} + N_{b} + N_{b,r}} \]

with \(N_{c,r}\) the number of pixels correctly classified in a sample of rim pixels, \(N_{c,b}\) the number of pixels classified correctly in a sample of cup pixels, \(N_{b,r}\) the number of pixels classified correctly as background in a sample of cup pixels, and \(N_{b} = N_{c} = N_{b,r}\) the total number of pixels in each sample. The reason to make this calculation is that otherwise, because of the predominance of background pixels in the image, an algorithm that is “good” in classifying background but “bad” in classifying rim would have an unfair advantage.
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