Measurement of the Axial Length of Cataract Eyes by Laser Doppler Interferometry
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Purpose. To examine the applicability of the recently developed laser Doppler interferometry technique for measuring the axial length of cataract eyes in a realistic clinical situation. To determine the performance of the instrument as a function of cataract grade. To compare the results to those of ultrasound methods.

Methods. A total of 196 cataract eyes of 100 patients were examined. The axial eye length was determined by laser Doppler interferometry and by two different ultrasound techniques, the applanation technique and the immersion technique. The cataract grade was determined by a commercial instrument that measures backscattered light.

Results. Laser Doppler interferometry worked very well except in the cases of the highest cataract grades (4% of the eyes of this study were not measurable because of a too-high lens density). Only 3.5% of the other eyes were not measurable because of fixation problems of the patients. The precision of laser Doppler interferometry is not influenced by the cataract grade (except the highest grade). The standard deviation of the geometric eye length is approximately 20 μm. Linear regression analysis revealed a very good correlation of laser Doppler interferometry and ultrasonic measurements, but a systematic difference was found. The eye lengths measured by laser Doppler interferometry were about 0.18 mm longer than those measured by the immersion technique and about 0.47 mm longer than those measured by the applanation technique.

Conclusion. These differences are attributed to the laser Doppler interferometry results including the retinal thickness and indentation of the cornea by the applanation technique. The main advantages of the laser Doppler interferometry technique are high precision, high accuracy, and more comfort for the patient because it is a noncontact method; anesthesia is unnecessary, and the risk of corneal infection is avoided. Invest Ophthalmol Vis Sci 1993; 34:1886-1893.

In modern ophthalmology the precise knowledge of intraocular distances is very important. The axial length of the eye is one of the main parameters for all intraocular lens power calculation formulae. Today the common method for measuring intraocular distances is the ultrasonic echo-impulse technique (US technique). Since the first measurements in 1956, this technique has been steadily improved and is now of clinical standard. The US technique enables the measurement of the axial eye length as well as any other intraocular distance, independent of the clarity of the crystalline lens, but because of the necessary mechanical contact between instrument and eye topical anesthesia is needed and the risk of local infections exists.
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Another drawback is the limited resolution attained by the US technique.

During the past few years, new optical methods for measuring intraocular distances were reported. The femtosecond optical ranging technique was used to determine the corneal thickness of anesthetized rabbit eyes in vivo. A modification of the slit lamp technology was proposed to measure the thickness of the human retina. The axial length of the human eye was measured by interferometry with partially coherent light. An improved version of this technique, laser Doppler interferometry (LDI), reduced the measuring time to 3 seconds, and, with a modified instrument, enabled the measurement of the corneal thickness.

First measurements of the axial eye length, carried out by the LDI technique on healthy eyes of volunteer subjects, were in good agreement with US results, with the added advantage of much greater precision. The main remaining question, from a clinical point of view, is whether the LDI technique can be applied also to cataract eyes, since light scattering by cataract lenses might limit the use of an interferometric technique.

To answer this question, an extensive study on the applicability of the LDI technique for measuring the axial length of cataract eyes was conducted. The purpose of this study was to clarify the following questions: Is the technique feasible for measurements on elderly patients? To which quantitative degree of cataract is the technique applicable? How do the results of LDI compare to those of the US technique? The results are reported here.

MATERIALS AND METHODS

Laser Doppler Interferometry

The method of measuring the axial eye length by LDI has been described elsewhere. The measurements reported here were made with an improved instrument initially used for measuring the corneal thickness. The laser power was shown to be well within the safety limits.

An important point with in vivo measurements is the alignment of the subject’s eye with the laser beam. In this work, the axial eye length is measured parallel to the vision axis. This is achieved by asking the patient to look at the beam (the wavelength $\lambda = 780$ nm is just visible and the beam appears to the patient as a weak red spot). The alignment of the eye with the center of the beam is achieved by a head rest of the type that is commonly used with slit lamps, which is mounted on an x-y translation stage. In case of patients experiencing strong tremors, the fixation of the head can be assisted by adjustable temple supports; a head fixation by a bite board is no longer necessary. With this system, the alignment of vision axis and beam center can be maintained within approximately $\pm 0.5$ mm during the measurement time of roughly 3 sec. This accuracy ensures that the width of the interference fringes, which cause the LDI signal, is not less than the width of the photodetector, so the measurement can be made.

Longitudinal eye motions (ie, parallel to the optical axis) occurring during the measurement time do not affect the results in any way. This is achieved by the special interferometric setup, which uses reflections from both the cornea and the retina simultaneously for the path length matching and therefore does not depend on the distance between eye and interferometer.

The precision of LDI was shown to be approximately $30 \mu m$ standard deviation (SD) for the optical length (OL) of the eye. This value includes eye length changes due to blood pulsations, which are of the order of a few $\mu m$. OL is converted to the geometric length (GL) by a method that is based on Gullstrand’s schematic eye and uses the group refractive indices of the eye media:

$$GL_s = GL_0 + (OL_s - OL_0)/n_g$$

(GL: individual GL, GL_s: schematic GL, OL: individual OL, OL_s: schematic OL, $n_g$: group refractive index of the vitreous). The following constants were used: $GL_0 = 24$ mm, $OL_0 = 32.518$ mm, $n_g = 1.3445$. The precision of the GL values was shown to be better than $25 \mu m$.

Usually 8–12 measurements were carried out on each eye by LDI to ensure that at least five evaluable results were obtained. A measurement is called evaluable if a visual check of the measurement curve on the computer monitor showed a sufficient separation of signal and noise. In some cases with excellent signal-to-noise ratio, fewer measurements were carried out.

Ultrasound Measurements

US measurements were performed using two different techniques: Each eye was measured once with a DBR 310 (Sonometrics, NY), employing the easy to use applanation technique (A-US technique). The instrument uses a mean sound velocity of 1550 m/s for axial eye length measurements; a separate measurement of individual intraocular distances was not performed. These measurements were carried out routinely by hospital staff members on all patients undergoing cataract surgery.

During the study a systematic difference between LDI and A-US results was observed, so we decided to measure 50 eyes additionally by the more accurate but also more complicated water-immersion technique (I-US technique). A Kretztechnik 7200 MA Hochfrequenz Echograph (Kretztechnik, A-4871, Zipf, Aus-
The study group consisted of patients undergoing cataract surgery at the Department of Ophthalmology of the Lainz Hospital, Vienna, Austria, during the first 6 months of the year 1991. No special selection of patients was made, so they resemble a typical collective of cataract cases. One hundred patients participated in the study; ages ranged 43–97 yr, mean value ± SD were 74 ± 10 yr. Thirty-six patients were men and 64 were women. One hundred ninety-six cataract eyes were investigated by LDI, A-US, and Lensmeter, fifty of these eyes were measured additionally by I-US.

Cataract Grading

Cataract grading was performed by use of the Opacity Lensmeter 701 from Interzeag company (CH-8952, Schlieren-Zürich, Switzerland). This instrument measures backscattered light from the eye lens, which is illuminated by a light beam of 1.5 mm diameter. The measurement is thus restricted to the central area of the lens. The result of the measurement is a dimensionless number between 0 and 99, which we will refer to as lens meter unit (LMU). Higher LMU values indicate higher lens densities. According to the manufacturer, normal lenses give values between 0 and 20 LMU, while higher values indicate cataract lenses.

The instrument was used strictly according to the user's manual. Five measurements were performed on each eye after checking that the pupil diameter was at least 4 mm; mean values and SD were calculated by the instrument automatically. The reproducibility of the measurements was usually very good (SD about 1 LMU).

For the purposes of this study, the eyes were classified according to their LMU values into groups of width 5 LMU, ranging from 15 to 20 LMU, 20 to 25 LMU, and so on. Values above 90 LMU were combined into one group.

Patients

The study group consisted of patients undergoing cataract surgery at the Department of Ophthalmology of the Lainz Hospital, Vienna, Austria, during the first 6 months of the year 1991. No special selection of patients was made, so they resemble a typical collective of cataract cases. One hundred patients participated in the study; ages ranged 43–97 yr, mean value ± SD were 74 ± 10 yr. Thirty-six patients were men and 64 were women. One hundred ninety-six cataract eyes were investigated by LDI, A-US, and Lensmeter, fifty of these eyes were measured additionally by I-US.

The study followed the tenets of the Declaration of Helsinki. Informed consent was obtained from all patients after the nature and possible consequences of the study were explained. Approval by the institutional human experimentation committee was obtained.

Statistics

In a summary statistics, the distribution of cataract grades was determined. The total percentage of eyes measurable by LDI, the percentage of evaluable single LDI scans, and the repeatability (the SD) of the LDI results were determined as a function of cataract grade.

Linear regression analysis was used to test for correlations between the following parameters: GL(LDI) vs GL(A-US); GL(LDI) vs GL(I-US); GL(LDI) vs DA; GL(LDI) vs DI; LMU vs DA; LMU vs DI(GL(LDI); A-US; I-US): geometrical length determined by LDI, A-US, and I-US, respectively; DA: difference between GL(LDI) and GL(A-US); DI: difference between GL(LDI) and GL(I-US); LMU: lens meter units (cataract grade)).

Finally, the eye length results obtained by the different measurement techniques were compared by a paired Student's *t* test after checking for normal distribution of the differences by the *χ²* test.

RESULTS

Influence of Cataract Grade on LDI Results

Figure 1 shows the frequency distribution of cataract grades of the eyes of this study. The number of eyes in each class is shown at each histogram. The number in parentheses indicates the number of eyes that were measurable by LDI. Most of the eyes are graded in low to intermediate classes. Only a relative small amount of eyes is graded in classes higher than 60 LMU. Nine eyes had values higher than 90 LMU. Seven of them were out of the measuring range of the instrument (ie, ≥ 100 LMU). These eyes were judged as completely opaque by an ophthalmologist.

LDI was able to measure 90.5% of the eyes. Only 12 eyes in classes below 90 LMU were not measurable: computer problems prevented the measurements in four cases, fixation problems of the patients in seven cases, and high lens opacity in one case. Only two of the nine eyes in the class > 90 LMU could be measured by LDI.

Figure 2 shows the evaluability of single measurements as a function of cataract grade. The cataracts classified higher than 55 LMU were combined in three groups: 55–65 LMU, 65–90 LMU, and > 90 LMU, respectively, for statistical purposes (each class contains at least 5 eyes). The abscissa shows the cataract classes and the ordinate the percentage of evaluable
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single measurements in each class. This is the mean value (in percent) of the ratio evaluable/total number of measurements carried out on each eye and is a measure of the number of times an eye has to be scanned to get a certain number of evaluable results. This evaluability must not be confused with the percentage of eyes measurable in each class (this was nearly 100% in all of the classes below 80 LMU). The evaluability decreases gradually from approximately 75% in the case of the lowest cataract class to approximately 40% in the classes ranging 55-90 LMU. The sudden drop to below 15% in the class above 90 LMU reflects the large number of eyes in this class that were not measurable. These evaluability percentages, however, are only crude figures. A strong variability between the individual eyes within the cataract classes is observed. Especially in the cases of the higher cataract classes, the evaluability can vary from about 20 to 90% (the unmeasurable eyes excluded), strongly depending on the individual patient’s fixation capability.

The mean SD of GL of all 177 eyes is 19 μm. The value of the SD is roughly constant for the cataract

Figure 1. Frequency distribution of cataract grades. The number of eyes graded in each cataract class is plotted vs the cataract grade (in lens meter units: LMU). The number printed in each histobar equals the number of eyes graded in this class. Where the number of eyes that were measurable by LDI differs from the total number of eyes, the number of evaluable eyes is shown in parentheses.

Figure 2. Evaluability of single LDI scans. The percentage of single LDI scans that were evaluable is plotted vs the cataract grade. This is a measure of the number of times (at average) a single eye has to be scanned to get a certain number of evaluable results and is correlated with the mean signal-to-noise ratio. It must not be mixed up with the total percentage of evaluable eyes in each class.
grades between 15 and 90 LMU. It is approximately
30 µm above 90 LMU, but in this class only two eyes
were measurable.

Comparison of LDI and US Measurements

Figure 3 shows a plot of GL values measured by LDI
and by US, respectively. The values obtained by US are
plotted as a function of the LDI results. In Figures 3a
and 3b, the A-US values and the I-US values, respecti-
vely, are shown. A linear regression analysis was per-
formed in each case. The solid line in each figure is the
corresponding regression line, the dotted lines at each
side of the regression line show the 95% prediction
limits (ie, 95% of the data are located between these
lines). The correlation is excellent in both cases with
correlation coefficient $r = 0.97$ and $0.99$ in Figures 3a
and 3b, respectively. The slopes of the regression lines
and their standard errors are $0.99 \pm 0.02$ (Fig. 3a) and
$1.02 \pm 0.02$ (Fig. 3b). The vertical width of the 95%
prediction interval is approximately 1 mm (Fig. 3a)
and 0.5 mm (Fig. 3b) for the range of GL values cov-
ered by these figures.

A systematic difference between LDI and US val-
ues was observed. The mean value of DA (GL(A-US)
- GL(LDI)) ± SD is $-0.47 \pm 0.25$ mm ($n = 179$), the
mean value of DI (GL(I-US) - GL(LDI)) ± SD is
$-0.18 \pm 0.12$ mm ($n = 50$). These values are highly
significant. A paired Student’s $t$ test showed signifi-
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**FIGURE 3.** Comparison of LDI and US results. The geometric eye length (GL) obtained by US,
is plotted vs the GL obtained by LDI. Solid line: regression line. Dashed lines: 95% prediction
limits. (A) US values measured by applanation technique (A-US). (B) US values measured by
immersion technique (I-US). Very good correlations are observed.
cance values of $P < 2 \times 10^{-15}$ in both cases (it should be mentioned that only the DI, but not the DA values passed the $\chi^2$ test for normal distribution (DI: $P = 0.55$, DA: $P = 2 \times 10^{-7}$)).

Linear regression analysis revealed no correlation of GL and the differences DA and DI (the respective correlation coefficients are $-0.05$ and $0.14$). No correlation was found for cataract grade and DA and DI, either ($r = -0.09$ and $-0.04$, respectively).

DISCUSSION

In this study, the LDI technique, which was recently developed for the measurement of intraocular distances, was used for the first time to examine a large number of cataract eyes. In most cases, no major problems associated with the instrument and its measurement principle occurred. 196 cataract eyes were examined, 177 (ie, 90.5%) were measurable by LDI. In four cases (2%), the instrument failed because of computer problems. This malfunction can be attributed to the instrument being a prototype; it was not caused by the measurement principle.

The measurement relies on the fixation ability of the patient. In some cases, the patients had fixation problems. This can be observed by the instrument operator during the alignment and measurement process, because in this case, the reflected beam will move erratically across (and even beyond) the visual field of the infrared scope of the detection unit. In this case, it is difficult or even impossible to align the detector with the center of the reflected beam (or the center of the interference fringes, which give rise to the LDI signal), and no signal will occur. However, most of the patients who had fixation problems were able to fixate the beam for the 3 sec needed for a single scan. The whole measurement session for acquiring approximately five evaluable scans took longer (up to 10 min) than in the cases of no fixation problems (about 2–3 min). In seven cases only (3.5%) the fixation problems were so severe that no measurement could be carried out successfully. This percentage can probably be further reduced by increasing the speed of the stepper motor that drives the scanning mirror, which decreases measurement times to 1 sec or even less.

Cataract Grading

Cataract grading was performed with a commercial instrument that measures backscattered light from the central part of the lens. The lens density is given as a dimensionless number. No calibration to real physical units is available.

Compared to other, more common methods (based on slit lamp photography), the instrument is easier to use and yields a higher resolution and better reproducibility. The fact that only lens opacities near the vision axis are taken into account is a great advantage for the purpose of this study, because only these opacities are located within the light path of the LDI instrument and are therefore able to deteriorate the instrument performance by light scattering. Consequently, a useful correlation between instrument performance and cataract grade is enabled.

Influence of Cataract Grade on LDI Measurements

The results of this study show that LDI works very well with low to intermediate cataracts (up to 55 LMU). Even with higher cataract grades (up to 90 LMU) LDI worked well. The reason for this good performance is probably the use of the rather long wavelength of 780 nm, which is much less scattered than light of shorter wavelength. There was only one failure of LDI in this range of cataract grades which could be attributed to lens opacities (the respective lens density was 85 LMU). In all other cases, only the signal-to-noise ratio decreases with increasing lens density, which can be deduced from the gradual decrease of evaluable single measurement scans with increasing lens density (Fig. 2). In some cases (about 5% of all measurable eyes), where high lens density and fixation problems occurred for the same eye, the evaluation of single scans became difficult because of the poor signal quality. However, the comparison of several successive scans yielded reliable results even in these cases. (It should be mentioned that only six patients (3%) had cataract grades in the range 65–90 LMU, so the statistics of this range are poor.)

No effect of cataract grade on the precision of the LDI results was observed in the range up to 90 LMU. The mean SD of GL of 19 $\mu$m compares well to the value of $\leq 25 \mu$m reported for healthy volunteer subjects.

However, 90 LMU seems to be the limit up to which LDI can be used at present. Seven of the nine eyes (3.5% of the total number of eyes) graded higher than 90 LMU were not measurable. That most patients now apply for cataract surgery in early stages of reduced visual acuity is very favorable for the LDI technique. If, however, a light source with the required coherence properties emitting at a wavelength $\lambda \cong 1.1 \mu$m becomes available, the current limit of 90 LMU might be extended.

Comparison of LDI and US Measurements

A very good correlation between LDI measurements and US measurements was found by linear regression analysis. The slopes of the regression lines equal 1 within the standard error of the analysis. The half-width of the 95% prediction interval is about 0.5 and
0.25 mm in the case of A-US and I-US measurements, respectively.

A systematic deviation with high significance was observed for the three measurement techniques. The LDI technique yields the highest GL values, the A-US technique the lowest. No correlation between length and differences is observed. Therefore, the systematic deviations are not caused by errors in the sound velocities or in the refractive indices of the eye media (in this case, a linear relationship of length and difference should be observed). Also, the lack of correlation between cataract grade and differences indicates that the lens opacities have no influence on sound velocity and refractive index, at least within the accuracy of measurement (or these influences balance each other).

The smaller GL values of the A-US technique can be attributed to its coupling technique: because of the direct contact between transducer and eye the cornea is indented and the eye shortened.

The larger GL values of the LDI technique can be explained by a reflection of sound and light at different layers of the fundus. The LDI signal was shown to originate from a reflection at the retinal pigment epithelium. A weaker LDI signal, which occurs occasionally at optical distances of approximately 250 μm in front of the main signal, was attributed to a reflection at the internal limiting membrane. Using the mean group refractive index \( n_g = 1.3549 \) of the schematic eye, this corresponds to a geometric distance of 185 μm. This is approximately equal to the mean GL difference between LDI and I-US results. Therefore, we conclude that the US technique measures the distance cornea–internal limiting membrane. This agrees with some intraocular lens formulae that are based on US measurements and take an additional retinal thickness of 0.2 mm into account. (These recent results contradict the preliminary results reported earlier, where no systematic difference was observed. However, the earlier US results were based on single measurements. Furthermore, the instrument was not calibrated with a phantom, so they were probably less accurate than the results reported here.)

The last point to be discussed concerns the accuracy of the methods. Since the A-US technique is less accurate than the I-US technique, it will not be discussed here. The SD of the differences DI (LDI – I-US) is approximately 120 μm. Because this value corresponds to the lower limit of accuracy ranges (120–200 μm) reported in literature for the US technique, the deviations of US and LDI techniques are mainly caused by inaccuracies of the US technique. This is in agreement with theoretical considerations, which predicted that the errors caused by the approximations made in the OL to GL conversion of the LDI technique will be less than approximately 50 μm.

In conclusion, the advantages of the LDI technique are summarized. Its precision of about ±20 μm is unrivalled by the US technique. The total accuracy is better (< 50 μm compared to 120 to 200 μm) even in the present state, where only the total axial length, but not the individual intraocular distances are measured (these measurements are possible in principle). The LDI technique is easy to use and very comfortable for the patient. It is a noncontact technique that requires no anesthesia and avoids the risk of corneal infection. There are still many possibilities for further development of this method. The feasibility of fundus profile measurements and measurements of the retinal thickness have already been demonstrated and the possibility of further improvement of the resolution by use of a light source of shorter coherence length was shown. By increasing the speed of the stepper motor, the time required for a single scan could be reduced to one second or less. This might reduce the number of eyes that are not measurable because of fixation problems. Therefore, the LDI technique has a great potential for future applications.
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